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There is no conclusive evidence that predictive policing is effective in reducing crime. Further, our in-
terview partners, the representatives of the scientific-analytic branches of three German state police 
forces, do not claim that their predictive policing programs directly reduce crime rates. In this article we 
ask what — in the absence of effectiveness — are the core legitimised narratives employed to underpin 
the conception and implementation of predictive policing in Germany? Analysing our semi-structured 
in-depth interviews with representatives from the state criminal investigation departments in Berlin, 
North Rhine-Westphalia and Bavaria, we find five legitimised narratives. Those narratives can be sepa-
rated into positive legitimisation narratives (efficiency and transparency within police administration) 
and negative ones (autonomy/independence, human control, transparency to the public, and soft-ped-
alling). The former give reasons for actively introducing this new technology, while the latter aim at pre-
empting criticism. Interestingly, security-driven narratives remained absent from the interviews which 
we discuss at the end of this article. 
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Jenseits von Effektivität – Zur Legitimierung von Predictive Policing in 
Deutschland 
 
Die effektive Reduktion der Kriminalität durch Predictive Policing ist bislang nicht eindeutig erwiesen. 
Auch in unseren qualitativen Interviews erheben die Vertreter der wissenschaftlich-analytischen Zweig-
stellen der Landeskriminalämter Berlin, Nordrhein-Westfalen und Bayern nicht diesen Anspruch. In 
diesem Artikel untersuchen wir, wie vor dem Hintergrund des fehlenden Nachweises der Effektivität die 
Konzeption und Umsetzung von Predictive Policing in Deutschland legitimiert wird. Als Ergebnis unse-
rer Analyse der qualitativen teilstandardisierten Interviews lassen sich fünf Legitimationsnarrative her-
auskristallieren. Diese Narrative können in positive Legitimationsnarrative (Effizienz und Transparenz 
innerhalb der Polizeiverwaltung) und negative Narrative (Autonomie/Unabhängigkeit, menschliche 
Kontrolle, Transparenz gegenüber der Öffentlichkeit und Abmilderung) unterteilt werden. Während 
Erstere die aktive Einführung dieser neuen Technologie positiv motivieren, zielen Letztere darauf ab, 
auf Kritik zu reagieren. Dagegen kommen sicherheitsorientierte Narrative nicht zur Sprache. 
 
Schlagwörter: Digitalisierung von Polizeiarbeit; Effektivität; Legitimierungsnarrative; Predictive Poli-
cing; Vorhersagebasierte Polizeiarbeit 
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1. Introduction  
 
“To say that Predictive Policing works to X percent is just not possible” (Int. NRW)1 , states a 
representative of the state criminal investigation office of North Rhine-Westphalia (NRW) in 
2018. The year before, the Max-Planck Institute Freiburg, Germany, released a sobering state-
ment about the effect of predictive policing2 against residential burglary, highlighting the dif-
ficulty to draw robust statistical inferences with regards to the effectiveness of the software 
PRECOBS (Pre-Crime Observation System) in lowering crime levels in examined urban areas 
(Gerstner, 2017, p. 85). The question arose, whether forecasts ensured lower burglary rates 
and hence better protection (Shapiro, 2017). In recent years similar research has been con-
ducted to test the effectiveness (or absence thereof) of predictive policing systems: For exam-
ple, Benbouzid (2016) on the effectiveness of PredPol, Shapiro (2017) on the difficulty of 
properly evaluating predictive policing applications and Hunt et al. (2014) on the null effect of 
the the Predictive Intelligence Led Operational Targeting (PILOT) program on property 
crimes. To date, the practical effect of predictive policing technologies on routine police work 
remains largely unclear (Egbert, 2018b, p. 254). Nevertheless, predictive policing programs 
are implemented in an increasing number of German states (currently six) and frequently ac-
companied by a shift towards a preventive orientation of police work and police operations. 
For an overview, see the report by Amnesty International (2019) or Mitsch (2015, p. 211). 
Predictive policing is a strategy of proactive policing (National Academies of Sciences, 2017). 
It differs from conventional policing as it does not only react to crime once it has occurred 
rather it uses data from past crime to predict future crime. The absence of a clear verdict on 
the effectiveness of this strategy is disclosed by meta-analyses of quantitative evaluations of 
predictive policing programs (Sherman, Gartin & Buerger, 1989; Braga & Bond, 2008; Mohler 
et al., 2015). Most favourably, Braga, Papachristos, and Hureau (2014, p. 633) conclude that 
predictive policing “generates small but noteworthy crime reductions”. In contrast, Meijer and 
Wessels (2019, p. 5) argue that results are mixed at best and, even more importantly, that 
“every individual predictive policing model […] should be individually evaluated to determine 
its effectiveness”. In other words, general claims about the effectiveness of predictive policing 
practices cannot be asserted. Only claims about a specific program used in a specific context 
provide insight. Hayes (2015) and Barrow and Rufo (2013) are more critical in their assess-
ment. Hayes (2015, p. 161) puts it plainly: “the dirty secret of this futuristic approach, though, 
is that nobody knows for certain that it works”. These two references are also quoted in the 
literature review section of the in-house evaluation of NRW’s SKALA (System zur Kriminal-
itätsauswertung und Lageantizipation, engl.: System for Criminal Analyses and Situational An-
ticipation) program (Landeskriminalamt NRW, 2018, p. 31). Moreover, our literature review 
could not locate a single study on the effectiveness of a predictive policing program that has 
been independently replicated. More generally, Pridemore, Makel, and Plucker (2018, p. 17.4) 
acknowledge that, so far, there has been no systematic effort to assess the reproducibility of 
criminology’s evidence base. Further, they argue that “[c]riminology is not immune to the rep-
lication crisis and on average our studies may be at greater risk of failure to replicate than those 
in many other fields”. 

                                                           
1 Translation of all direct quotations from the interviews were translated from German to English by the  
authors. 
2 Other terms for predictive policing are “Smart Policing”, “Crime Forecasting” and “Predictive Crime 
Mapping” (Gluba, 2014, p. 2). 
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As crime remains a “multifactorial phenomenon” (Egbert, 2018b, p. 255), the decline in the 
number of burglary cases in Germany cannot be directly traced back to the application of pre-
dictive policing. In our interview in September 2018, a representative of the Bavarian state 
criminal investigation office explains: “you cannot assign the success to the software because 
there are quite a lot of things that you do. Like a piano, you have to play it. There are a lot of 
things that we do and they together are successful and then it’s just one of a lot of things and, 
therefore, it is hard to assign it and say: if we use PRECOBS now, we will have these arrests, 
this and that success. […] You cannot tie that to a product. And this just makes it difficult” (Int. 
Bavaria). The interviewees revealed here various understandings and aspects of effectiveness 
in the context of the use of predictive policing: effectiveness is mainly associated with the de-
crease in case numbers, on the other hand with accuracy and the occurrence of the software's 
probability plotting. Measuring the effectiveness of predictive policing is hereby further com-
plicated by an inherent paradox (Vepřek, 2018): “we’re working against our own forecast. […] 
We do everything to make sure that it doesn’t happen and that’s why we can’t really measure 
our rates against it” (Int. NRW). Even though the effectiveness of predictive policing both in 
regard to the reduction of cases as well as the accuracy is uncertain, police forces all over the 
world invest in these technologies to predict future crime. This invites questions about what 
narratives are used to legitimise predictive policing techniques considering its unclear impact. 
So far, the study by Egbert (2018a) is the only one that examines the legitimisation narratives 
for predictive policing used by politicians. Egbert shows that politicians create a security-
driven narrative to legitimise predictive policing techniques (Egbert, 2018a, p. 13). Given the 
variety of actors employing the narratives surrounding predictive policing (e. g. the media, cor-
porations, police agencies), security is unlikely to be the only narrative available. However, so 
far there has been little research on other narratives, especially narratives employed by the 
police. Consequently, the research question we want to explore in this article is: if effectiveness 
is not a core legitimisation narrative postulated by German police officers, which values and 
narratives are presented by them to legitimise the conception and implementation of predic-
tive policing?  
The research question was developed throughout an inductive and qualitative dynamic re-
search approach following a “combined methodological approach” (Lal et al., 2012) of ethnog-
raphy and grounded theory. The article is based on empirical research realised between May 
and November 2018. During this period, we conducted three semi-structured in-depth inter-
views (Schmidt-Lauber, 2001) with representatives of the state criminal investigation depart-
ments (LKA) in the German federal states Berlin, North Rhine-Westphalia and Bavaria. We 
spoke to persons holding positions within the police that are vital for the communication of 
predictive policing applications within the police and to the public. Speaking to these key actors 
enables us to consider the implications of implementing and working with predictive policing 
software as a socio-technical process that reaches both inside and outside the organization. To 
be precise, we interviewed chief analysts and representatives of the scientific-analytic depart-
ments which are “professionally and technically in charge” (Int. Bavaria). Therefore, this arti-
cle excludes the perspective of operative forces like patrol police. The questions that we ad-
dressed to our field were very broad and open and did not address the issue of uncertainty of 
effectiveness. Instead, we asked about the historical processes that led to the introduction of 
predictive policing applications, the functionality of the systems, the cooperation with private 
companies and other criminal investigation departments, the underlying concept and subdivi-
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sion of (urban) space, the implications of the predictive policing application on day-to-day po-
lice work, the relationship with the public, and finally about future developments of predictive 
policing applications.  
All interviews have been recorded and transcribed. Using the qualitative data analysis software 
MAXQDA, we have analysed the empirical data following a methodology informed by the 
grounded theory approach (Glaser & Strauss, 1971; Götzö, 2014) drawing in particular on Char-
maz conceptual elaboration of the method involving focused and comparative coding (2016). 
Only the early initial line-by-line coding (Charmaz, 2012) of the empirical data brought up the 
issue of uncertainty of effectiveness, and the in-depth analysis showed that the interviewees 
legitimised the predictive policing applications in their statements. The aim of our research is 
to add to existing studies on police work and predictive policing by addressing the legitimizing 
narratives of police representatives regarding predictive policing which has so far been little 
discussed on the basis of empirical material. We build on conceptual ideas of legitimacy and 
why legitimisation matters (Beetham, 2013). In order to contextualise the narratives employed 
by our interviewees, we provide a brief discussion of the “scientification of police work” (Eric-
son & Shearing, 1986) and the shift from post- to pre-crime interventions (Zedner, 2007). Sub-
sequently, we briefly describe predictive policing focusing on the applications in Germany and 
the differences between the federal states Bavaria, North Rhine-Westphalia and Berlin. Even-
tually, we will turn to the main analysis and the results of our empirical research outlining the 
narratives we encountered in our interviews which legitimise the implementation and use of 
these predictive policing applications. The analysis of our data proposes that these legitimisa-
tion narratives are not only addressing the public but most notably also agents within the police 
forces, such as patrol police. The main narratives can be divided into positive legitimisation 
narratives, including efficiency and transparency within police administration, and negative 
narratives which comprise autonomy/independence, human control, transparency to the pub-
lic, and soft-pedalling. Interestingly, our findings point to the absence of a security narrative 
which we will discuss in the concluding section. 
 
 
2. Contextualising Predictive Policing  
 
How can predictive policing be delineated from other law enforcement strategies? As men-
tioned above, predictive policing uses data from past criminal incidents to predict future crime. 
Police agencies “use algorithms to forecast where crimes are likely to occur and who might 
commit them, and to make recommendations for allocating police resources” (Shapiro, 2017, 
p. 458). Data are collected from disparate sources like geocoded and spatial real-time crime 
data and sometimes additional, crime-unrelated information like socio-economic or weather 
data. These data are used to identify patterns in the aggregated datasets (see National Acade-
mies of Sciences, 2017, pp. 2-7). Thereafter, those patterns are used by the authorities to “an-
ticipate, prevent, and respond more effectively to future crime” (National Academies of Sci-
ences, 2017).  
One interviewee pointed out that “the primary mission of the police is to prevent [Strafver-
hütung], not to prosecute [Strafverfolgung]” (Int. NRW). It is worth elaborating that European 
police forces have gone through significant transformations in form and function since their 
emergence (Mladek, 2007). Following Foucault’s analysis, police in the 17th century denoted 
everything that strengthened the state from within and, thus, included what would later be 
called as “political economy” (Foucault, 2007). Since the emergence of economics in the late 
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18th century and along with what Foucault calls modern governmentality, the institutions of 
police were separated from their positively strengthening functions and increasingly cut back 
to their negative functions: the repression and prevention of behaviour that fell outside the 
established limits of the acceptable (cf. Foucault, 2007, Lectures 1, 12 & 13). Concurrently with 
the ascent of economics as a pure science that demanded relevance in the government of (hu-
man) life, more and more aspects of the human condition have been subjected to scientific 
scrutiny. Such scientific scrutiny has enabled administrative intervention along the lines of 
what Foucault labelled ‘biopolitics’ (Foucault, 2008). More specifically, predictive policing is 
one of the latest manifestations of what Ericson and Shearing (1986) call the ‘scientification of 
police work’. They argue that, already in the 19th century, prevention rather than prosecution 
was the primary vision of the police. However, only until the emergence of electronic surveil-
lance and communication technologies in the second half of the 20th century, police deemed 
it possible to make this vision reality. For a particularly German example of the yearning for 
enhanced crime prevention through the use of computer technology, see the 1980 interview 
with the president of the Federal Criminal Office at the time, Horst Herold, who strongly ad-
vocated for increased use of computers for recording, mapping and analysing crime (Herold & 
Cobler, 1980, p. 148). Ericson and Shearing (1986) continue: “whether the concern is national 
security, private security, or community policing, the emphasis is increasingly on reducing risk 
and uncertainty by a panoptic vision that anticipates wrongdoing” (Ericson & Shearing, 1986, 
p. 148). In their risk mitigation strategies, state apparatuses are bound by the laws of econom-
ics and the spirit of efficiency. Zooming in on the more contemporary origins of administrators’ 
obsessions with risk, McCulloch and Wilson (2016, p. 29) argue that the “rise of risk as a pre-
occupation in crime and justice from the late 1980s has deepened and extended the future 
focus of criminal law and criminal law–like tools”. Zedner (2007) argues that the emerging 
pre-crime society is one in which “crime is conceived essentially as risk or potential loss, or-
dering practices are pre-emptive and security is a commodity sold for profit” (Zedner, 2007, p. 
261).  
In this gradual transformation of government, James Scott’s (1998) concept of legibility as the 
powerful coupling of measurement and simplification plays a key role in enabling organised 
intervention by the state. Predictive policing requires a very high degree of legibility in the form 
of sufficiently large crime datasets that contain current, complete and correct data (Sei-
densticker, 2018). Firstly, predictive policing becomes difficult or impossible in areas in which 
there are no or only scarce data, as is the case in rural regions (Int. Bavaria; Int. NRW). For 
example, the model quality fluctuates depending on the seasons as there are generally more 
burglaries recorded in winter (Int. Bavaria; Int. NRW). Secondly, the accuracy of predictive 
policing models depends on the quality of the data inputs. Thus, it is of paramount importance 
that patrol officers diligently record correct crime data (Int. NRW). Moreover, to make predic-
tions close to real-time, the data must be kept up to date in regular intervals. One interviewee 
emphasised that it is essential to “find the balance between [data] availability and quality” (Int. 
NRW). In this sense, predictive policing practices not only require legibility, they produce it by 
creating, enhancing or fusing data pertaining to urban life. Similarly, it not only requires but 
creates patterns about criminal behaviour that are reproduced by an algorithm (Kaufmann et 
al., 2019, pp. 675 f.). 
 
   



Vepřek et al.| Beyond Effectiveness: Legitimising Predictive Policing in Germany 428 
 

KrimOJ | Vol. 2 | Issue 3 | 2020 

3. Predictive Policing in Germany 
 
Predictive policing techniques and different forecasting software are currently implemented in 
six German federal states: in Bavaria the software PRECOBS is used, which has also been used 
in Baden-Wuerttemberg until last summer and is being piloted in Saxony; in Lower-Saxony 
PreMap; in Hesse KLB Operativ; while the software SKALA is used in North Rhine-Westpha-
lia; and KrimPro in Berlin (Kriminalitätsprognose, engl.: Crime Prognosis). The implementa-
tion of predictive policing is planned or probed in several other federal states, such as Bran-
denburg (Egbert, 2018b, p. 248; Knobloch, 2018, p. 13).  
It is important to acknowledge that the application of predictive policing systems varies con-
siderably from one country to another. However, this article focuses on the situation in Ger-
many. 
In Germany, predictive policing focuses on geospatial mapping, thus representing location-
based or place-based predictive policing techniques in contrast to predictive profiling, which 
entails forecasting techniques and software building on personal data (related to individuals). 
To date, providers and users of predictive policing applications in Germany state that they do 
not take an index such as a ‘heat list’ into consideration for future projects. ‘Heat lists’ refer to 
one of the best-known and most controversially discussed predictive profiling practices, the 
‘Strategic Subject Algorithm’ used in Chicago. The algorithm creates a risk assessment score, 
the ‘Strategic Subject List’ (SSL) or so-called ‘heat list’, which reflects an individual’s likelihood 
of being involved in a shooting incident either as the victim or the offender. A recent evaluation 
study by Saunders et al. (2016) found that while the SSL did “not appear to have been success-
ful in reducing gun violence”, it did have a direct impact on the number of arrests (Saunders et 
al., 2016, p. 366). 
Apart from the common opposition to predictive profiling, the specific software and techniques 
in the respective federal states differ significantly in terms of development and implementation 
of software and policing techniques, organisation of their implementation, type of software as 
well as theoretical and conceptual foundations and approaches to predictive policing (Knob-
loch, 2018, p. 19). There is a striking difference between federal states that decided to acquire 
a commercial software product such as PRECOBS (e. g. Bavaria) and federal states that opted 
for an in-house development (e. g. NRW and Berlin). 
Intense cooperation with technology companies is regarded as indispensable – not only in the 
case of Bavaria, but also in NRW and Berlin. However, police departments do not only draw 
on external expertise: there is an increasing offer of coaching and training programs for police 
employees and, especially in data analysis units, police departments recruit IT-criminalists, 
computer scientists, programmers, data scientists and mathematicians (Int. NRW; Int. Berlin; 
Rolfes, 2017, p. 61). For example, as a response to increasing demand for internal expertise, 
Hamburg seeks to develop a new occupational profile for IT-criminalists. This addition fol-
lowed a scientific evaluation of the current knowledge management structures within the po-
lice department (Polizei Hamburg, 2019). The teams in NRW and Berlin decided in favour of 
the in-house development of predictive policing software (Int. NRW; Int. Berlin).  
Moreover, two types of (institutional) localisation of predictive policing can be distinguished: 
decentralised and centralised interpretation of probabilities. To be precise, the probabilities 
are always (Bavaria, Berlin, NRW) generated in one central department. Their interpretation, 
however, is conducted either centrally in one department (NRW) or decentrally by several de-
partments (Berlin and Bavaria). Interpretation in this context means drawing conclusions 
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from these calculations in order to generate predictions and (partial) recommendations for 
mission planning. Bavaria and Berlin only transfer the calculated probabilities to specialised 
units within the respective police headquarters (“Präsidien” in Bavaria). These units then draw 
their own conclusions and either take them into account for mission planning or not. In North-
Rhine Westphalia, on the other hand, there is a central analysis department, a “special service 
unit” (Int. NRW) that not only generates but also interprets the probabilities centrally, thus 
forwarding less abstract recommendations - instead of pure probabilities - to the several units 
that coordinate patrol police.  
Predictive policing is seen as part of a development towards an improved information and 
knowledge management inside police departments (Bundeskriminalamt (BKA), 2020). For in-
stance, predictive policing software did not replace any preventive service units (Präven-
tionsdienststellen), which traditionally commissioned such tasks. Instead, the interviewees de-
scribe a close cooperation and coordination, e. g. prevention measures by the prevention unit 
in areas identified by predictive policing software (Int. NRW; Int. Berlin). Yet, knowledge 
transfer regarding predictive policing between different federal states and between states and 
the federal government remains informal and sporadic (Int. Bavaria).  
The interviews revealed new organisational challenges in conjunction with this new technolog-
ical innovation. Therefore, it is important to parse the implementation process of the specific 
predictive policing software and methods as well as their integration in the organisational 
structure of the police headquarters in Berlin, NRW and Bavaria. Predominantly, we draw on 
descriptions and information given by the interviewees as well as additional sources such as 
public documentation and press reports. 
 
 
3.1. Comparison of Predictive Policing Programs in Germany 
 
Predictive policing in Bavaria is shaped and characterised by close cooperation and interac-
tions between the Bavarian criminal investigation department and the IfmPt. The IfmPt as the 
software provider may receive data from the police department and is involved in problem 
solving concerning PRECOBS and the further development and extension of the software (Int. 
Bavaria). 
The LKA Berlin observed the development of predictive policing in Germany before starting a 
trial phase with a project group concluded in June 2017. The aim was to develop a predictive 
policing solution for residential burglaries (Int. Berlin). In a press report, the LKA Berlin 
claimed KrimPro to have a “seven-time better prognosis regarding future crimes compared to 
expected statistical chance” (Der Polizeipräsident Berlin, 2016) according to an internal eval-
uation. 
The in-house development of the prediction software KrimPro, conducted by a small group of 
two to three programmers, has been realised in part with external support drawing on a con-
tract with Microsoft (Abgeordnetenhaus Berlin, 2017) as well as on existing technical infra-
structure and data processing systems (Belin, 2016, p. 86). KrimPro, according to the inter-
viewee, pursues “a fundamentally different philosophy compared to PRECOBS in Bavaria” 
(Int. Berlin). Bavaria decided to base its implementation of PRECOBS on the near-repeat ap-
proach and generate predictions only for (usually less rural) areas that are affine to this ap-
proach, while Berlin claims: “we don’t exclude anything. That means, all areas and sort of large 
spots where it is a bit more rural [or less densely populated], are included.” (Int. Berlin). In 
NRW, predictions are generated for cities, not leaving out any parts of them, just like in the 
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city of Berlin, but excluding rural areas outside the cities similarly to Bavaria. Therefore, the 
team experiences the same challenges as their Bavarian counterparts when transferring pre-
diction models from one urban area to another, especially with municipalities partially con-
sisting of rural areas (e. g. Bonn, see Int. NRW). 
 
Table 1: An overview of the three German predictive policing programs under investigation 

  Bavaria Berlin NRW 

Program PRECOBS KrimPro SKALA 

Software 
Development 

External contractors In-house 
(no dedicated dev. team) 

In-house 
(dedicated dev. team) 

Data Sources Past crime data Past crime data, 
some demographic data 

Past crime data, 
comprehensive 

socio-economic data 

Institutional 
Localisation Decentralised Decentralised Centralised 

Area of application 
Selected urban centres, 

experimental support for 
rural regions 

The entire state Selected urban centres 

Scientific 
Evaluation Some (internal) None 

Comprehensive (internal 
and external) 

 
In 2015, six major police departments in NRW integrated the program SKALA into their daily 
police work. After the end of the project phase in February 2018, SKALA was transferred to 
everyday operation and extended to 16 district police authorities in NRW (LKA NRW 2019). 
As in the case of Berlin, the state criminal police office opted for an in-house development 
which goes theoretically and conceptually beyond the near-repeat approach and integrates a 
wide range of criminological hypotheses to further explain the spatial and temporal distribu-
tion and patterns of residential burglaries (Int. NRW; see also Egbert, 2018b, p. 247; Egbert, 
2018a, p. 97).  
SKALA, like KrimPro, was built on software components with standardised interfaces to other 
existing information systems of the state police office. For the prediction models and monitor-
ing, SKALA draws on data mining techniques using IBM SPSS Modeller (Seidensticker, 2018, 
p. 5). In addition, LKA NRW cooperated with the University of Konstanz to develop visualisa-
tion and data mining tools (Int. NRW). In LKA Berlin and LKA Bavaria no further scientific 
evaluation was pursued after the trial, whereas LKA NRW, cooperating with the Society for 
Innovative Social Research and Social Planning e.V. (GISS), surveyed the project and pub-
lished an evaluation report after the completion of the development and trial of SKALA in Feb-
ruary 2018 (Landeskriminalamt NRW, 2018). 
While the IfmPt is promoting PRECOBS as a software only using police data, the police office 
in NRW decided to include significantly more categories – according to their theoretical as-
sumptions – and therefore depends on purchasing aggregated external data on socio-economic 
factors like spending power, rent index and infrastructure (see Int. NRW; Egbert, 2018b, p. 
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247). In accordance with the risk terrain approach, attention is given to spatial and geograph-
ical features that increase the risk of crime in a specific area (Perry et al., 2013). In Berlin, the 
integration of additional data such as demographic information, data on infrastructure, in-
come data etc. was found to decrease the quality of the model as many data points were redun-
dant and the risk of spurious correlations increased (Int. Berlin). Even though most of the pre-
dictive policing software currently concentrates on indicators such as demographic composi-
tion of an area, traffic connections, purchasing power and mobility, there is a tendency to in-
clude more data sources as an extension of the application to car theft and other crimes is 
considered (see Int. NRW; Int. Bavaria; Rademacher, 2017, p. 372). Having described the spe-
cific predictive policing implementations, we will now turn to legitimisation narratives. 
 
 
4. Legitimisation Narratives 
 
“In the beginning we had two aims in mind: efficiency and effectiveness” (Int. NRW). Initially, 
effectiveness was considered as a major justification for predictive policing. However, our in-
terview partners are aware of the lack of verified evidence supporting claims about increased 
effectiveness. Instead, they rely on additional narratives to legitimise the use of predictive po-
licing applications in Germany - not only in the context of the interview situation, but our em-
pirical material also shows to what extent the interviewees reflect on the need to legitimize 
predictive policing within the police organization itself in different ways. 
Before analysing these, it is necessary to recall why legitimisation of predictive policing mat-
ters. Historically, demand of legitimisation has evolved in liberal reaction to intrusive regimes. 
Civil rights were developed to form a sphere in which state intervention is only allowed in ex-
ceptional cases. Such exceptions can only be justified in compliance with other constitutional 
provisions by means of formal law, thus requiring approval of the people’s representatives in 
parliament. Today all state authority (Art. 20 III Basic Law) is legally constrained by the re-
quirement of legitimisation. Furthermore, legitimisation can be understood as a “multidimen-
sional concept” (Beetham, 2013, p. xiv). It is strongly intermingled with the acceptance of 
power as it “concerns the normative dimension of power relations, and the ideas and practices 
that give those in power their moral authority and credibility” (Beetham, 2013, p. x). Whereas 
Max Weber’s understanding of legitimisation focuses on the “belief” (Weber, 1921/1968, p. 
213) in legitimacy, Beetham builds on Weber’s ideas and sees belief as one of three elements of 
legitimacy. Following Beetham, power is legitimate when it, firstly, “conforms to established 
rules”, secondly, when – congruently to Weber – “the rules can be justified by reference to 
beliefs shared by both dominant and subordinate”, and thirdly, when “there is evidence of con-
sent by the subordinate to the particular power relation” (Beetham, 2013, p. 16). Legitimacy 
demands active legitimisation work. This is highlighted by the criminologist Thomas Ugelvik 
who - in accordance with Martin J Smith (2009) - points out that the government is not char-
acterised by the possession of legitimacy but by the “ongoing activity of legitimation”. He con-
tinues: “Legitimacy does not appear magically and mysteriously out of thin air; it is the result 
of active work by government agents” (Ugelvik, 2016, p. 217). This can be encountered in every 
situation in which a relation of domination and subordination is present (Weber, 1921/1968). 
Our analysis furthermore connects to two different perspectives on legitimacy and legitimisa-
tion – the legitimacy of technology and organisational legitimacy. First, technology legitimacy 
is defined by Markard, Wirth, and Truffer (2016, p. 333) as a “commonly perceived alignment 
(or misalignment) of a focal technology with institutional structures in its context”. In the given 
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context, the focal technology is predictive policing. Technology legitimacy is of crucial im-
portance for novel technologies as it is a requirement for the allocation of resources (material, 
human and financial) and necessary in order to attain regulatory support. In predictive polic-
ing, technology legitimacy is especially salient because if suggestions of the software — no mat-
ter how accurate they might be — are not trusted by patrol police, the usefulness of the program 
decreases (Bennett, Moses & Chan, 2018, p. 814). Therefore, it is crucial to investigate the le-
gitimisation narratives underpinning the state of technology legitimacy within the institutional 
structures of the police; without it, the technology would be rendered insignificant. 
Second, legitimacy is vital to the existence and acceptance of various subjects and is a central 
concept of organizational institutionalism (Deephouse et al., 2017). A large corpus of scientific 
literature on institutional legitimacy scrutinises how it is established, maintained, and de-
fended. We find it insightful for our research to analyse police departments as organisations 
that require legitimacy as much as private companies or NGOs without neglecting their special 
role as state organs. Deephouse et al. (2017) provide a particularly useful definition of organi-
sational legitimacy: “Organizational legitimacy is the perceived appropriateness of an organi-
zation to a social system in terms of rules, values, norms, and definitions.”(Deephouse et al., 
2017, p. 9) These terms express different dimensions or criteria of legitimacy: “regulatory, 
pragmatic, moral, and cultural-cognitive” (Deephouse et al., 2017, p. 9). The authors argue 
similarly to Beetham, Weber and Ugelvik that legitimacy does not emerge out of thin air. They 
introduce four different states — accepted, proper, debated, and illegitimate — of organisa-
tional legitimacy (Deephouse et al., 2017, p. 10). As the legitimisation narratives employed by 
our interviewees illustrate, the predictive policing applications we investigate are questioned 
by different stakeholders and therefore can be assigned to the stage ‘debated’.  
Interestingly, the target of the legitimisation narratives employed by our interviewees is not 
only the public, but also — and perhaps more importantly — other agents within the police 
force such as patrol police, whose compliance with the software is of paramount importance 
for the “success” of the program. Nevertheless, the interviewees routinely face resistance of 
patrol police against predictive policing: “‘what’s that modern crap about?’ and so on […] and: 
‘somebody thinks it is chic and modern, or the politicians want to boast with it, or our police 
leadership.’ […] Those are these familiar, normal patterns.” (Int. Berlin) The interviewee from 
the Bavarian LKA talks about the “long way” of “persuasion” that is to be followed (Int. Bavaria) 
in order to convince police forces of predictive policing systems. The interviews, therefore, 
must be understood in the context of the relatively new implementation of these techniques 
which are not yet fully integrated and accepted in the daily policing routine. 
To understand the legitimisation work that our interviewees do, we have to consider both the 
internal and external stakeholders of predictive policing applications in Germany who are the 
sources of legitimacy (Deephouse et al. 2017, p. 14). In the following analysis of our empirical 
material, we will focus on the legitimisation work of the interviewees which directly addresses 
these stakeholders in order to comprehend the values and aims driving the conception and 
implementation of predictive policing applications in Germany. 
The main returning narratives employed by the interviewees can be separated into positive 
legitimisation narratives (efficiency and transparency within police administration) and nega-
tive ones (autonomy/independence, human control, transparency to the public, and soft-ped-
alling). The former give reasons for actively introducing this new technology, while the latter 
merely aim at pre-empting criticism, e. g. by contrasting to the media discourse and films like 
Minority Report which focus on predictive profiling, discrimination by algorithms and privacy 
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issues. Interestingly, as will be outlined in the following, the negative legitimisation narratives 
in our study can be read as answers to those “myths”, which have been created in the media 
and research literature that add to the hype of predictive policing (Perry et al., 2013, p. 1), that 
Perry et al. (2013) have extracted: “The computer actually knows the future”, “The computer 
will do everything for you”, “You need a high-powered (and expensive) model”, and ”Accurate 
predictions automatically lead to major crime reductions” (Perry et al., 2013, p. xix f.). The 
positive legitimisation strategies, by contrast, directly seek to justify predictive policing. 
 
 
4.1. Efficiency 
 
Efficiency is critical as the aim of the modern police is to minimise the costs that society can 
incur by future criminal activity (Ericson & Shearing, 1986). As the ubiquitously cited RAND 
research report on predictive policing (2013) discloses: “predictive policing is not fundamen-
tally about making crime-related predictions. It is about implementing business processes” 
(Perry et al., 2013, p. 161). All our interviewees used an array of technology-business-related 
terms in describing various aspects of their programs. Data are retained in a “data warehouse” 
(Int. Berlin) to increase ease of access and compatibility with other industrial systems of data 
manipulation and visualisation. Furthermore, solutions are labelled “Enterprise” (Int. Bavaria) 
and pursue a “lean approach” (Int. Berlin) that includes building “prototypes” (Int. Berlin) and 
“web-applications” (Int. Berlin) that visualise the forecasting product of the predictive policing 
process on a single, highly interactive zoomable map (Int. NRW). 
As an institution of the modern state, police operate under the primacy of doing more with less 
(Beck & McCue, 2009, pp. 1 and 5). In the case of predictive policing, this means analysing 
more data in less time (Int. Berlin), allowing the police to “react quickly to the development of 
offences and (criminological) phenomena” (Int. Bavaria). Connected to this primacy of doing 
more with less, our interviewees highlight the police as an institution facing budgetary con-
straints and the resulting need to optimise the allocation of resources. One official summed up 
this salient sentiment by saying: “we don’t have unlimited forces, not even in Bavaria, such that 
we have to utilise these forces in a targeted, optimised manner” (Int. Bavaria, emphasis by the 
authors). In this resource-efficient way, the automation of certain analytic tasks, which in the 
past would have drawn on significant human resources, can be automated by machines now. 
That plays an important role in the practical integration of predictive policing into the daily 
routines of the police apparatuses. One interviewee remarks: “the computer does what an ex-
perienced crime analyst would do anyhow, just much, much faster and on the basis of more 
data” (Int. Berlin). Another interviewee asks: “how can we manage – possibly in an automated 
fashion – to include a burglary that just happened such that it immediately impacts the forecast 
and model. That would be a dream” (Int. NRW). 
 
 
4.2. (In-)Transparency 
 
Our interviewees repeatedly brought up notions of transparency, which we interpret as legiti-
misation attempts and which we cluster into two domains. The first concerns transparency 
within the organisational context of the police. The second concerns transparency between the 
police and the general public including possible future victims and perpetrators of crime. 
Within the police apparatus, transparency serves a variety of ends; most importantly it is 
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thought to enable independence and increase acceptance and compliance of patrol police. 
Transparency towards the public, however, is seen to be more problematic, which will be out-
lined in the following section. 
An interviewee in charge of the SKALA program contrasted the transparency of their program 
(in this context, transparency refers to knowledge of the basis for correlations produced by 
algorithms as well as full operability by police) against buying a ready-made non-transparent 
solution from a private company (i. e. PRECOBS) (Int. NRW). Interestingly, the interviewee 
from the PRECOBS program seemed to read from the same script, arguing that the German 
PRECOBS solution is much more transparent than its US-counterpart PredPol: “PredPol is a 
blackbox […] you have no opportunity to exert influence. For us, it was very, very important 
that the last decision is made by a human, actually a colleague, and not a machine” (Int. Ba-
varia). Here, the function of transparency is to enable knowledge production and mediation 
independent from private companies or, in fact, machines. 
The second context in which transparency is central within the police regards compliance and 
acceptance. Critics within the police are confronted by giving them access to information about 
the programs and some background on how the forecasts were produced. Asked about the role 
of transparency, one interviewee remarked that “it’s very important […] to convince police of-
ficers on multiple levels [of the hierarchy]. It’s not always easy, but our colleagues — in Munich 
especially — do a great job at presenting [the software] and convincing [other police officers]” 
(Int. Bavaria). Another interviewee stated that the motivation behind using a simpler decision-
tree algorithm as the basis for producing forecasts was the fact that it is “very transparent” (Int. 
NRW), i. e. easier to understand or test for those working on it and “easy to explain” (Int. NRW) 
to those questioning its authority. However, the interviewee added that they are exploring 
other more complex algorithms such as neural networks to increase the software’s perfor-
mance in the future. Overall, the intricacies of the algorithmic decision-making process of the 
software are only legible to the technical staff within the responsible units. In that sense, trans-
parency within the police is hierarchical: only a select few comprehensively understand the 
software’s workings (for the purposes of maintenance and development) while the majority of 
those carrying out the software’s suggestions only need to understand “enough” for them to 
comply. 
When it comes to what Hood and Heald (2006, pp. 27 f.) call “inwards transparency” present 
“when those outside can observe what is going on inside”, our interviewees see transparency 
in a more ambivalent light. While we expected that ambivalence, the reasons submitted were 
surprising. Expecting that the most unease about being transparent towards the public would 
stem from the idea that intelligent criminals could use this information to ‘game’ the algo-
rithms and, thus, render them obsolete at best and damaging at worst. However, this was never 
brought up. Rather, one interviewee – after weighing the (dis-)advantages of making police 
data of past offences public as it is done in the US and UK – remained cautious and said it can 
be done “if society is ready for it and wants it […], but you have to think about it and proceed 
in a structured and cautious manner” (Int. Berlin). What the interviewee feared is that pub-
lishing crime data could lead to overreactions of citizens as they might cry out for “a phalanx 
of officers” (Int. Berlin) should they live in a crime hotspot or stop trusting the police if they 
were informed that they are at risk without the police doing anything about it (Int. Bavaria). 
In defence of not publishing any crime-related data in Bavaria, the official argued that they 
“already had problems communicating [the intricacies of probabilistic statistics] to our col-
leagues” (Int. Bavaria), implying it would be even more difficult explaining it to those outside 
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of the police. While the interviewee from NRW shared the fear that the population might 
“panic” (Int. NRW), they are cooperating with the Fraunhofer Institute to develop an app that 
will send registered people a push-notification if their living-quarter is at higher risk than 
usual. “We work on [the app] at the moment, to ensure that it does not produce fear, but rather 
that it is taken as just an information [on] prevention tips from the police or you can make an 
appointment”.  
In sum, all our interviewees seem to share the view that the forecasts should not be communi-
cated fully or unedited to the public. However, they diverge on the question of exactly how 
much should be shared and in what format. Generally, it becomes clear that “transparency is 
[…] not simply ‘a precise end state in which everything is clear and apparent’, but a system of 
observing and knowing that promises a form of control” (Ananny & Crawford, 2018); control 
over patrol police or the public at large. 
 
 
4.3. Autonomy and Independence 
 
Autonomy and independence matter to our interviewees. In the function of law enforcement 
officers, they seek to participate actively in the software development and prediction process: 
“exactly, being able to help shape that is the right expression, to help shape. We did not just 
want to be a licensee but really wanted the opportunity to say: ‘hey, we have ideas and de-
mands! How can we deal with them?’ This, I have to say, has worked very well so far over the 
years” (Int. Bavaria). The ability to assert and implement one’s demands seems to matter for 
three reasons. 
Firstly, autonomy and independence matter as a way to navigate the field of tension between 
political demands, market pressures and limitations in terms of resources, accessible data, 
software and external expertise in which law enforcement agencies exist (Gluba, 2014; Byrne 
& Marx, 2011). For example, business relations between the police and the private (IT-)indus-
try have become completely normal. One official explicates: “cooperation with the private sec-
tor is important because the police cannot solve problems on their own in isolation as they did 
in the 60s, 70s and 80s. Today, problem solving only works in cooperation and as long as it is 
regulated, I welcome that” (Int. NRW). In this vein, smaller or larger parts of the software 
development process are contracted out, proprietary software is used (e. g. Int. NRW) and data 
are bought from private data brokers (Int. NRW). In the case of Berlin’s KrimPro, external 
computer science expertise was only sometimes brought in to assist with specific problems 
(Int. Berlin), while in the case of Bavaria, the whole software package was bought from a private 
company with an emphasis on cooperative development. 
With regard to the in-house development of predictive policing software, our interviewees were 
eager to maintain an internal grip on the decisions related to the programming of the software, 
thus avoiding black boxes: “that’s why we said to ourselves, our claim or our philosophy was 
that we say: transparent, no black box, maintainable by the police – where the police does not 
have to be a police officer – […], that we can operate it internally (Int. NRW, emphasis by the 
authors)”. Similarly, control over data matters to our interviewees: “we want to retain data 
sovereignty, like say: ok, data stay with us” (Int. NRW). Consequently, complete independence 
and autonomy are not achievable. However, the law enforcement agencies seek to maintain a 
robust sphere of unobstructed influence to implement their own vision of policing. 
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Secondly, our interviewees valued the ability to develop the software themselves since it allows 
them to direct the path the program would take: “but now we want to rebuild it, build it our-
selves, and take full autonomy, also for the care, repair, when it should be necessary, and also 
for further development. If we say, okay, maybe we’ll try it with other offences . . . or just have 
a new idea on how we could refine it a bit” (Int. Berlin). Such autonomy ensures greater flexi-
bility for the agencies. One interviewee states: “I see more advantages, that you have a lot more 
options, like I’m saying, with models, with functions and also it is much more flexible, if you 
want to implement functions and algorithms yourself” (Int. NRW). 
Lastly, autonomy is of importance to legitimate state entities, such as our interviewees, because 
it is a prerequisite for accountability. Police accountability encompasses both control by the 
public and the public demand for officials to give an account of their reasons and an explana-
tion why a particular decision was made (Moses and Chan, 2018, p. 817). If an actor is held 
accountable for an action to some subject, the latter needs to know about the action and the 
action needs to be ascribable to the actor. Accountability of police officers, thus, requires ac-
tions that can be ascribed to police forces and information (transparency) about these actions. 
Only then can police be held accountable. The ascription of actions requires enough autonomy 
of the actor or else it would have to be ascribed to the entity the decision-maker depends on, 
e. g. a private corporation. Eventually, however, holding a private entity accountable for typical 
police intervention would not comply with a modern state’s monopoly on the use of force. 
Therefore, ascribing accountability for predictive policing activities to the police itself is crucial 
to legitimising it in a modern state. 
 
 
4.4. Humans as Interpreters of Results and Decision-makers (Control) 
 
Predictive policing remains a merely supportive tool and will not “revolutionise police work” 
(Int. Berlin). This argument takes issue with the second myth extracted by Perry et al. (2013, 
p. xix): “the computer will do everything for you”. The interviewees emphasised the supportive 
function by solely employing diction such as “investigative aid” (Int. Berlin), “component” (Int. 
NRW) and “instrument” (Int. Bavaria). 
Furthermore, the tool “is only an offer. That means that there is no automatism according to 
the motto: notification arrives, deployment must take place. […] So, it really contains a rela-
tively high voluntariness” (Int. Berlin). Although ‘voluntariness’ must always be understood 
“in quotation marks” (Int. Berlin) and, hence, is not entirely tangible, the final decision re-
mains with the local specialised police units (Fachdienststellen). They may interpret the out-
come, then make their own decision. It is (currently) possible for patrol police to decide not to 
act according to the computed “prognosis” and decide not to patrol suggested areas. ‘Voluntar-
iness’, thus, means facultative consideration of computed probabilities of crime when planning 
police missions and patrols. Therefore, it plays a crucial role in the legitimisation of predictive 
policing within the police itself. A certain degree of independence remains with the local spe-
cialised units and in the end also with the patrol officer. The decision-making power remains 
with humans as interpreters of the outcome of the software.  
By highlighting predictive policing technology to be only one of many aspects leading up to the 
decision and by ensuring that unabridged control at the last instance of decision-making re-
mains with human police officers, the interviewees avoid transferring decades of discussion 
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about automated decision-making3 to the situation established by predictive policing technol-
ogy. Thus, when officers applying predictive policing software in Germany stress the merely 
supportive deployment of the software, they are complying with what Eberle (1987, p. 464) 
depicts as an irrelevant change of the decision-making process: an autonomous machine pro-
posal without direct effect. In that case, even Zeidler’s (1959) demand for human control at the 
last instance is fulfilled. Hence, any decision, whether automatically generated or not, can be 
ascribed to the police, which can therefore be held accountable. Either the interviewees em-
phasise human control based on a legal opinion on decision-making by police authorities or 
they follow moral incentives symmetric to the ones underlying the legal discussion. Either way, 
they (un)consciously acknowledge interests of the public and of patrolling officers in human 
control of the interaction between4. 
 
 
4.5. Downplaying – Not Minority Report 
 
Whereas the human control narrative seems to be also directed at the concerns of police patrol 
to be replaced, the last narrative we would like to present is an aggregation of different aspects 
that aim at de-emphasising the impact of predictive policing software as well as the worries 
that are present in public discourse. In the latter, the comparison of predictive policing with 
the science-fiction film “Minority report” is recurring. All interviewees referred to the film in a 
negative way: “we often encounter this misconception that they think we have to catch the 
perpetrator; they think of Minority Report and other ideas from Hollywood. Recently, there 
was this film about predictive policing in the cinema […]. It was about personal data and ar-
resting individuals [but] we’re all about computing statistical probabilities for specific spaces. 
[…] We really compute spatiotemporal probabilities only” (Int. NRW). 
The distinction from German predictive policing applications to person-focused policing that 
aims at calculating an individual’s probability to commit or fall victim to crime and that is 
known as “predictive profiling” is crucial to our interviewees. “We do not use any person-fo-
cused prediction technology because we do not use any personal data. We are purely case-
based” (Int. Bavaria). The representative of North Rhine-Westphalia explains that predictive 
profiling is not the “classical predictive policing”, as the standard definition of predictive po-
licing in Germany excludes “individual forecasts”. The type of data used in predictive policing 
represent an important aspect in the public and medial discussion as well as in scientific liter-
ature (Egbert, 2018a; Brantingham et al., 2018, p. 5). The discussion might be influenced by 
the American context, in which especially the question of (racial) bias or the one-sided focus 
on specific ethnic groups is a dominant aspect (Egbert, 2018b, p. 258). In contrast, the inter-
viewees in our cases stressed the exclusion of personal data in German predictive policing ap-
plications. Still, it remains questionable to what extent meta-data have to be considered such 
as the place of residence, i. e. might also unintentionally allow for personal references (Vepřek, 

                                                           
3 § 35a VwVfG (German Administrative Procedures Code), which explicitly allows for automated admin-
istrative deeds thereby resolving large parts of the discussion by i. a. Zeidler (1959) and Bull (2017), is 
not applicable as police missions planning is not an administrative deed (Ramsauer, 2018, § 35a Rn.8). 
4 Although the Bavarian officer reacts to public insistence on human control by repeatedly stressing the 
technology’s supportive function at the first stage of decision-making, the interviewee describes con-
cerns raised as a “hype which emerged out there and which you still feel partly, [which] is not justified 
at all. So that’s what we tried to communicate again and again and, of course, in the press it was pre-
sented in a different way. Thank God it has calmed down” (Int. Bavaria). 
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2018, p. 22). We also encountered different handling practices and propensities to use “per-
sonal” data during our interviews: for example, the Berlin LKA interviewee stated that they 
would never – even if it would improve the system – cross this line of privacy. Due to data 
protection (Art. 2 I, 1 I Basic Law) issues associated with person-focused predictive policing, 
delineating from predictive profiling is essential to legitimise predictive policing. 
In line with the distinction of predictive profiling is the accentuation of the computation of 
“probabilities” (see penultimate quote: Int. NRW). Although often (incoherently) used inter-
changeably in our interviews, the interviewees try to draw a sharp distinction between “predic-
tions” that forecast the future and “likelihoods” which are only about numbers and do not de-
scribe a determined scenario (Int. NRW; Int. Berlin). This argument contradicts the assump-
tion, spread by the myth “the computer actually knows the future” (Perry et al., 2013, p. xix). 
“You are relatively quickly sobered when you realise that this is all about numbers and only 
about likelihoods” (Int. NRW). 
The narrative that attenuates predictive policing is furthermore supported by the saying “busi-
ness as usual” (Int. Berlin). Our interviewees state that the application of predictive policing 
tools would generally not entail any major changes in police work. Before the invention of geo-
information systems in the 1990s and later predictive policing applications, police used to stick 
pins to a wall to map crime (Gluba, 2014). “This is why”, explains the representative of the 
Bavarian LKA, “predictive policing, the term, is incredibly overstated. The police have been 
dealing with this for a very long time” (Int. Bavaria). The interviewee in Berlin declares that, 
in using these tools, “the only new thing” (Int. Berlin) is the reason for which patrol police are 
sent to a particular area (Int. Berlin). 
 
 
5. Conclusion and Discussion 
 
As described at the beginning of this article, there exists no clear verdict on the effectiveness 
of predictive policing. However, predictive policing programs are implemented in an increas-
ing number of German states despite the uncertainty about the practical effect of these tech-
nologies on routine police work. Therefore, the question we sought to answer in this paper was: 
if effectiveness is not a core legitimisation narrative postulated by German police officers, 
which values and narratives are employed by our interviewees to legitimise the conception and 
implementation of predictive policing? We conducted and analysed three semi-structured, in-
depth interviews with representatives of the state criminal investigation departments in Berlin, 
North Rhine-Westphalia and Bavaria. There are five legitimisation narratives emerging from 
our research, three of them negative and two positive. Firstly, the interviewees used efficiency 
as a positive narrative. Efficiency was used to directly justify the use of predictive policing pro-
grams. This "efficiency" narrative was employed notwithstanding the lack of a clear verdict on 
the effectiveness of predictive policing in the scientific literature and practical application. Sec-
ondly, our interviews were dominated by negative legitimisation narratives, seeking to disas-
sociate predictive policing from popular "myths" and criticisms aiming at the lack of transpar-
ency, increased dependence and loss of control associated with the implementation of predic-
tive policing. Consequently, relevant legitimisation narratives targeted these criticisms by ar-
guing for autonomy/independence and the importance of human control. That said, transpar-
ency as a narrative was used both, positively justifying predictive policing within the police 
administration and negatively to pre-empt public criticism. 
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According to Beetham (2013), power is legitimate when it 1) conforms to established rules, 2) 
is justified by shared beliefs and 3) the subordinated party has consented to it. Hence, legiti-
misation work, through the narratives presented in this paper, is necessary. Egbert (2018a) 
has posed a related question concerning the legitimisation of predictive policing by politicians 
in Germany. His research shows that narratives used by politicians focus on security (Egbert, 
2018a, p. 13). Such security-driven narratives are absent from our interviews. An explanation 
for these different outcomes may be the target audience. Politicians direct their legitimisation 
narratives at the public while, as has been stated by our interviewees (see above p. 13: Int. 
Berlin, Int. Bavaria), representatives of state criminal investigation departments directed most 
of the narratives at patrol officers. That said, the absence of security narratives points towards 
a possible methodological limitation of our research. The interviews are a small sample from a 
subgroup of all the actors involved in the legitimisation of policing techniques. Therefore, our 
findings may not be representative of the entire spectrum of legitimisation narratives available. 
However, our research does provide an in-depth account of the narratives employed by police 
agencies. Moreover, while our findings may not be generalised to other actors, our research 
includes three of the currently six federal states with active predictive policing programs. Since 
half of all the available cases in Germany have been examined, our findings are highly relevant 
for German police agencies. That said, as pointed out in “Section 3” the legal framework as well 
as other contextual factors vary between different countries. Thus, our findings may only have 
limited application outside of Germany. We therefore invite scientists to take our research as 
a starting point for further urgently needed empirical surveys.  
It remains open to what extent predictive policing in Germany will achieve full legitimacy es-
pecially within the police itself (patrol police). As predictive policing is being extended from 
residential burglaries to other criminal offences, future research might delve into how this will 
change daily police work and the way law enforcement works generally. Further research may 
also fruitfully investigate the focus on human control as a legitimisation narrative. During our 
interviews, apparent human oversight (exemplified in ‘transparency’ and ‘autonomy and inde-
pendence’ as well as ‘human control’ narratives, all of which are indispensable to accountabil-
ity) was vital to justify an increased reliance on software. One reason may be a general distrust 
in the calculations machines have to rely on. However, a more promising line of inquiry is likely 
to focus on the lack of democratic legitimisation of such programs since legislators have to 
subscribe to technological approaches they do not fully comprehend and, thus, cannot author-
ise in all their details. This will be particularly interesting with regards to artificial intelligence, 
which gradually finds its way into policing activities. Thus, new questions and legitimisation 
work by police forces might emerge as predictive policing applications change continually and 
therefore call for steady adjustments, or in the words of an interviewee: predictive policing is 
“like a piano, you have to play it” (Int. Bavaria). 
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